Counterfactual thinking: an fMRI study on changing the past for a better future
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Recent studies suggest that a brain network mainly associated with episodic memory has a more general function in imagining oneself in another time, place or perspective (e.g. episodic future thought, theory of mind, default mode). If this is true, counterfactual thinking (e.g. ‘If I had left the office earlier, I wouldn’t have missed my train.’) should also activate this network. Present functional magnetic resonance imaging (fMRI) study explores the common and distinct neural activity of counterfactual and episodic thinking by directly comparing the imagining of upward counterfactuals (creating better outcomes for negative past events) with the re-experiencing of negative past events and the imagining of positive future events. Results confirm that episodic and counterfactual thinking share a common brain network, involving a core memory network (hippocampal area, temporal lobes, midline, and lateral parietal lobes) and prefrontal areas that might be related to mentalizing (medial prefrontal cortex) and performance monitoring (right prefrontal cortex). In contrast to episodic past and future thinking, counterfactual thinking recruits some of these areas more strongly and extensively, and additionally activates the bilateral inferior parietal lobe and posterior medial frontal cortex. We discuss these findings in view of recent fMRI evidence on the working of episodic memory and theory of mind.
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INTRODUCTION

‘Without considering alternatives to reality, we must accept the past as having been inevitable and must believe that the future will be no different from the past. The generation of counterfactuals gives us the flexibility in thinking about possible futures and prepares us better for those futures’ (Johnson and Sherman, 1990, p. 150).

Counterfactuals are thoughts about how (past) reality could have been different (e.g. ‘if only I had stopped drinking earlier last night, I would not have felt this sick.’). Counterfactual thinking takes place in many social, emotional, and other aspects of our daily lives (e.g. Lebow, 2000; Bunzl, 2004; Roese and Morrison, 2009; Roese et al., 2009; Yoon and Vargas, 2010; Rafteseder et al., 2010). As the above citation illustrates, counterfactual thinking is closely related to episodic past and future thinking, which involve mentally traveling back or forth within a given context of time and space (e.g. Tulving, 2002; Szpunar and McDermott, 2008; Vandekerckhove, 2008). Recent studies suggest that episodic past and future thinking share common cognitive and neural processes (Buckner and Carroll, 2007; Spreng et al., 2008). However, up till now, little is known about the processes common to counterfactual and episodic thinking, and this is especially true on the neurological level. The aim of this functional magnetic resonance imaging (fMRI) study is to fill this void, and to explore the common and unique neural processes underlying counterfactual thinking.

Counterfactual thinking

Counterfactual events are no mere fantasies; they could have actually replaced reality. Counterfactuals are activated when a problem is detected (e.g. Epstude and Roese, 2008; Barbeau et al., 2009). They generally take the form of conditionals (‘If...then...’) in which an alternative outcome to reality is achieved by a different (additive) or absent (subtractive) action (Kahneman and Miller, 1986). These alternative events are better (upward) or worse (downward) than reality, which in turn will influence how we appraise and perceive the actual event (e.g. regret, envy, and relief) and will regulate our (future) behavior. Upward counterfactuals generate feelings of regret and lead to stronger behavioral intentions (e.g. ‘if only I had checked the food in the oven more frequently, I would have noticed it started to burn. Next time, I will check the food more often.’), whereas downward counterfactuals have mostly an affective regulation function (e.g. feeling relieved because it could have been worse; Markman et al., 1993; Roese, 1994; Markman et al., 2008; Smallman and Roese, 2009; Epstude and Roese, 2011). That counterfactual thinking is closely related to problem solving abilities is supported by data suggesting that patients with impoverished decision-making and problem-solving skills, like frontal lobe patients, schizophrenic patients and patients with Parkinson disease, show counterfactual reasoning impairments (Hooker et al., 2000; McNamara et al., 2003; Camille et al., 2004; Beldarrain et al., 2005).

An episodic memory network

It is a reasonable assumption that counterfactuals share many cognitive and neurological processes with past and future memory. To construct a counterfactual, key elements from past experiences need to be remembered (like episodic past thinking) and, crucially, some elements need to be recombined so that a novel imagined scenario can be constructed (like episodic future thinking). An abundance of neurological studies during the last decade have demonstrated that episodic past and future thinking share several areas in the brain. Addis et al. (2009; Schacter and Addis, 2007) proposed a core memory brain network engaged during remembering and imaging of past and future events that includes the hippocampus, posterior cingulate/retrosplenial midline, inferior parietal lobule, lateral temporal cortices and the medial prefrontal cortex (Okuda et al., 2003; Addis et al., 2007; Buckner and Carroll, 2007; Addis and Schacter, 2008; Botzung et al., 2008; D’Argembeau et al., 2008; Schacter et al., 2008; Szpunar et al., 2009; Addis et al., 2009; Andrews-Hanna et al., 2010).

The hippocampus and its related para-hippocampal structures are primary memory structures responsible for the binding and encoding of multiple sensory-perceptual experiences from the past as well as for...
the vivid recovering of these experiences with rich detail (Addis et al., 2007; Addis and Schacter, 2008; Moscovitch, 2008). It is generally assumed that the posterior cingulate/retrosplenial midline structures (including the precuneus and posterior cingulate cortex) are strongly engaged during autobiographic encoding and retrieval (Maddock et al., 2001; Johnson et al., 2002; Cavanna and Trimble, 2006; D’Argembeau et al., 2008; Moran et al., 2009). Semantic memory resides in the lateral temporal cortices (Vandekerckhove et al., 2005; Addis et al., 2007; Buckner and Carroll, 2007).

Mentalizing

Apart from the core memory network, there are other brain networks that show extensive overlap with this network, but appear to have distinct functionalities also outside memory. We suggest that these additional functionalities may play a crucial role in counterfactual reasoning.

Although showing striking commonalities with the core memory network, the posterior and anterior midline structures as well as the parietal cortices are also strongly engaged during mere social perception and mentalizing (theory of mind) processes (Amodio and Frith, 2006; Van Overwalle, 2009; Van Overwalle and Baetens, 2009) as well as during spontaneous mind-wandering, an undirected resting state which has been termed the default mode (Raichle et al., 2001; Stawarczyk et al., 2011). Therefore, several researchers have suggested that this set of regions, commonly activated by episodic memory, theory of mind, and default mode, is involved in constructing a mental scene based on memory (Hassabis and Maguire, 2007; Andrews-Hanna et al., 2010) and projecting oneself mentally in a situation different from here and now (e.g. Tulving, 2002; Buckner and Carroll, 2007; Spreng et al., 2008; Vandekerckhove, 2008; Vandekerckhove and Panksepp, 2009). Since counterfactual thinking is a form of self-projection and mental scene construction, we may expect the same regions be activated.

Based on a meta-analysis of over 200 fMRI studies, Van Overwalle (2009) proposed that mentalizing about temporary goals, intentions, desires, or beliefs of oneself or of another person activates the temporoparietal junction (TPJ; part of the inferior parietal lobule), while inferring more long-term social aspects of self or other like traits, norms, and preferences recruits the medial prefrontal cortex (mPFC). We predict these mentalizing areas will be more engaged during counterfactual reasoning in comparison to episodic past thinking. In order to recombine elements of the past to undo earlier failures, counterfactuals involve thoughts on the causal implications of agents and actions that prevent a positive outcome and the active behavioral involvement of the self or other agents to remedy this situation (Barbey et al., 2009).

Executive functions and emotionality

Counterfactuals inherently contain an aspect of conflict, as the counterfactual event contradicts the factual past event. We assume that focusing on the distinction between the counterfactual and factual outcome engages conflict detection (posterior medial frontal cortex; Botvinick et al., 2004) and eliminating the undesirable elements of the past and constructing an alternative course of action strongly requires executive functionality involving performance monitoring, adaptive control, conflict resolution and physical causal reasoning (bilateral PFC; Ridderinkhof et al., 2004; Neumann et al., 2008; Van Overwalle, 2009; Barbey and Patterson, 2011).

Counterfactuals not only generate cognitive conflict, but also their emotional counterpart in the form of feelings of regret or relief. In making a decision, people often have expectations about the (un)pleasant value of the likely outcome, and afterwards compare these expectations with the real outcome. Neurological research demonstrates that these processes involve the orbito-frontal cortex (OFC; O’Doherty et al., 2001; Ursu and Carter, 2005; Coricelli et al., 2005, 2007; Fujiwara et al., 2008; Ursu et al., 2008; Chua et al., 2009). Therefore, we predict that counterfactual thinking involves processing the value of event outcomes which engages the OFC (Barbey et al., 2009).

Current task and specific predictions

To explore the role of counterfactual thinking, in the present experiment, participants had to re-experience personal negative past events and imagine for each a self-involved counterfactual event in which they or someone else would undo the negative outcome and turn it into a positive event. Note that these counterfactual past events were not pure hypotheticals which were not likely to have ever happened (Addis et al., 2009), rather they could have easily replaced the factual past event. To control for imagination and positive valence of the counterfactual, they were also invited to imagine a personal positive event that would likely happen in the future. The positive outcome of both the counterfactual and future event also supports the notion that these events are not a recasting of the past, but a recomposition of past details. As noted earlier, we make several predictions. Given that counterfactual thinking involves reasoning about the past to create a better outcome, our main prediction is that counterfactuals are supported by a set of brain areas common to all three conditions: the core memory network (e.g. Addis et al., 2009) and the social mentalizing network (Van Overwalle, 2009). Aside from commonalities, we also expect that counterfactuals recruit distinct brain areas in comparison with past and future thinking (Barbey et al., 2009). First, we hypothesize that counterfactual thinking will generate more activation in the conflict detection and resolution network (pMFC and lateral PFC). Secondly, we expect that counterfactuals will generate greater activation in the mentalizing network (TPJ and mPFC), because of its strong focus on alternative actions and possible related thought of the intentions and goals of oneself or others. Finally, we also expect counterfactuals to recruit areas involved in the processing the value of event outcomes (OFC).

MATERIALS AND METHODS

Participants

Fourteen healthy, right-handed adults (six males, eight females, M_{age} = 21 years, s.d. = 22 months, range = 19–25 years) with no prior history of neurological or psychiatric impairment participated in the study. One participant was removed because of considerable movements during scanning, large standard deviation of global mean intensity (s.d. = 9.6), and insufficient trials completed. All participants were native Dutch speakers who had normal or corrected-to-normal vision. They gave written informed consent, in a manner approved by the Medical Ethics Committee at the Hospital of University of Gent and the Free University of Brussels, and were paid 10€ for their participation.

Pre-scanning and stimulus material

One week before scanning, participants were asked to retrieve 30 distinct negative events that had taken place in their own past and to describe these events as concretely as possible. The events were not constrained to have happened in a certain timeframe (e.g. week, month, year, etc.). Events were, however, required to be temporally and contextually specific to guarantee a vivid recollection: past research has shown that events situated in a specific time and context recruit episodic memory, allowing the vivid recollection of these events in contrast to repeated events which elicit semantic memory (Wheeler et al., 1997; Vandekerckhove and Panksepp, 2009). Participants also
had to mention explicitly what the perceived cause of the negative outcome was for each event. Of the 30 events provided by the participants, we selected the 20 (plus one for the practice run) most temporally and contextually specific ones to develop personalized trials for the experimental scanning (e.g. a story about a car accident, caused by talking on a cell phone, during a holiday in France). From each selected event, three specific cue words were extracted (e.g. car-cell phone-holiday) to promote a vivid recollection of the event during scanning (Conway et al., 2003).

We did not ask the participants to give a list of counterfactual or future plans before scanning, which otherwise could result in mere recall of these counterfactual or future plans rather than the online simulation of a new event during scanning.

**Experimental task**

Twenty past, 20 future and 20 counterfactual event trials were presented randomly across the entire scanning session. Each of the 20 cue combinations (three cues per trial) collected from the pre-scanning event descriptions were used for all types of events. Each trial started with a fixation cross that was presented for a mean duration of 4 s (jittered between 2 and 6 s). This was followed by an instruction slide that announced the task condition and it comprised three lines: (i) task (‘negative past’, ‘positive future’ or ‘negative > positive’ for the past, future and counterfactual conditions, respectively); (ii) three personal cue words (e.g. car–cell phone–holiday) which referred to a specific personal negative event from the participant’s past; (iii) explicit task instructions that were adapted to the specific story (e.g. ‘Imagine/recall what happened when you got in a car accident during your holiday in France’, ‘Imagine a future car trip that goes well’, ‘Imagine what would have happened if you had paid more attention to the road during the car trip in France’ for the past, future and counterfactual conditions, respectively). The counterfactual instruction was always an upward and additive counterfactual-antecedent (i.e. a change of action that could have resulted into a different event-outcome; this new outcome had to be simulated and was therefore not provided). The antecedent was provided to ensure that this condition was not substantially more difficult than the past and future conditions; since increased difficulty of processing could by itself increase activation in areas that support this process.

**Control task**

As an explicit baseline task, 20 semantic memory trials were randomly interspersed through the scanning session. These tasks followed the same sequence as the experimental task. On the instruction slide, the first line described the task (‘semantic retrieval’). The second line presented the same three cue words used in the experimental tasks. The third line stated the explicit instruction (‘Imagine as much detail as possible about the semantic meaning of each word’). This control task measured semantic memory, and thus allows us to differentiate between processes related to semantic memory (control trials) and episodic memory (experimental trials).

**Procedure**

Immediately prior to scanning, participants had to read their description of the 20 past events (plus 1 practice event) that were selected. After reading the descriptions, it was explained to the participants that during scanning they had to recall these negative past events, imagine similar positive future events, or imagine counterfactual events (better outcomes than the past reality). The recalled or simulated events were not required to have happened in a specific time frame (e.g. week, month, year, etc.). Events were, however, required to be temporally and contextually specific, i.e. participants were instructed to recall or imagine where and when a certain event did/would take place, which person was/would be present, and so on. Participants had to imagine the events as vividly as possible. In a semantic baseline condition, they had to recall as much detail as possible about the semantic meaning of the three cue words.

Participants started with a practice run to make them familiar with the different types of tasks and with the response box. The experiment itself consisted of 1 run, interrupted by a 30 s pause after a block of 20 trials. When participants were finished with reading the instructions, they were required to press a button to start the imagining phase (in case they did not press the button, this phase was skipped and the next event would start automatically after 20 s). In this second, critical phase of the task, the instruction were still visible, however, the background was gray indicating that during this phase, participants had to imagine the event as indicated in the instruction. To prevent mind-wandering, which would bias the results by activating the default system, this phase was self-paced (i.e. participants pressed a button when they finished imagining the event; Stawarczyk et al., 2011). After an elapsed of 25 s (without button pressed), the next phase started automatically. In a last phase, participants had to rate the vividness (amount of detail) of the imagined event (or semantic meaning of the cue words) by using one of the four buttons on the response box, which indicated either that they were able to imagine little, few, many or a great many details. This phase was included to make sure the events did not significantly differ in vividness.

After scanning, participants finished a cued recall task to check if the participants were able to perform the imagining tasks. They were provided with 70% of the trials (instructions and cues; 14 randomly chosen out of 20 trials per condition) and the task was to describe the event they imagined during scanning.

**Imaging procedure**

Images were collected with a 3T Magnetom Trio MRI scanner system (Siemens medical Systems, Erlangen, Germany), using an 8-channel radiofrequency head coil. Stimuli were presented in black text on a white background and projected onto a screen at the end of the magnet bore that participants viewed by way of a mirror mounted on the head coil. Stimulus presentation was controlled by E-Prime 2.0 (www.pstnet.com/eprime; Psychology Software Tools) under Windows XP. Foam cushions were placed within the head coil to minimize head movements. We first collect a high-resolution T1-weighted structural scan (MP-RAGE) followed by one functional run of volume acquisitions (30 axial slices; 4 mm thick; 1 mm skip). Functional scanning used a gradient-echo echo-planar pulse sequence (TR = 2 s; TE = 33 ms; 3.5 × 3.5 × 4.0 mm in-plane resolution).

**Image processing and statistical analysis**

The fMRI data were preprocessed using SPM5 (Wellcome Department of Cognitive Neurology, London, UK). For each functional run, data were pre-processed to remove sources of noise and artifact. Functional data were corrected for differences in acquisition time between slices for each whole-brain volume, realigned within and across runs to correct for head movement, and co-registered with each participant’s anatomical data. Functional data were then transformed into a standard anatomical space (2 mm isotropic voxels) based on the ICBM 152 brain template (Montreal Neurological Institute), which approximates Talairach and Tournoux atlas space. Normalized data were then spatially smoothed [6 mm full-width-at-half-maximum (FWHM)] using a Gaussian kernel. Finally, realigned data were examined, using the Artifact Detection Tool software package (ART; www.nitrc.org/projects/artifact_detect), for excessive motion artifacts and for correlations between motion or global mean signal and any of the conditions.
Outliers were identified in the temporal difference series by assessing between-scan differences (Z-threshold: 3.0, scan to scan movement threshold: 0.5 mm; rotation threshold: 0.02 radians). These outliers were omitted in the analysis by including a single regressor for each outlier. None of the subjects had >10% outliers. No correlations between motion and experimental design or global signal and experimental design were identified.

Statistical analyses were performed using the general linear model of SPM8 (Wellcome Department of Cognitive Neurology, London, UK). The data were already preprocessed with SPM5 when we switched to SPM8 in order to apply peak-level correction instead of voxel-level correction (Chumbley et al., 2010). The event-related design is modeled using a canonical hemodynamic response function and its temporal derivative. We only modeled the imagining phase, as an event with constant default duration (parameter set to 0). Six directions of motion parameters from the realignment step as well as outlier time points (defined by ART) were included as nuisance regressors in the first level analyses. In the second level analyses, we used a one-way within-subjects analysis of variance (ANOVA with one factor and four levels). We computed contrasts between each experimental condition and the control condition, as well as between the experimental conditions. A peak-based whole-brain statistical threshold of \( P \leq 0.001 \) was used for all comparisons. In a second general linear model, the trial-based vividness ratings were included as a parametric modulator for each event type, followed by a contrast analysis using a random-effect model to identify regions which were modulated by the vividness ratings in the three experimental conditions (past, future and counterfactual).

We report statistical contrasts after correction for multiple comparisons using the non-parametric test statistic developed by Slotnick et al. (2003). This procedure enforces a cluster extent threshold by Monte-Carlo simulations of fMRI activation of the entire functional image matrix (\( 64 \times 64 \times 30 \) voxels), assuming a corrected type I error voxel activation probability of 0.05 and smoothing with a 3D 6-mm FWHM Gaussian kernel. After 2000 simulations, to yield a corrected \( P < 0.05 \), the cluster extent was determined at 31 contiguous re-sampled voxels. We also report which of these clusters were significant after FDR correction at cluster level \( P < 0.05 \) and at peak level \( P < 0.05 \).

RESULTS

Behavioral results

A one-way repeated measure ANOVA of the vividness ratings (Table 1) revealed that the mean vividness ratings differed significantly between conditions \( F(3,36) = 8.925, \ P < 0.001 \). Pair-wise comparisons revealed that the mean vividness ratings of the counterfactual condition were significantly lower \( (P < 0.05, \text{Bonferroni corrected}) \) than the past and the semantic condition, and marginally lower \( (P = 0.06) \) than the future condition. A non-parametric test, Friedman’s one-way ANOVA, with median vividness ratings revealed the same results.

In addition, a one-way repeated measure ANOVA on the mean duration (Table 1) spend on imagining revealed no significant difference between conditions \( F(1.49, 17.88) = 1.99; \ P = 0.173; \text{Greenhouse–Geisser corrected} \).

The cued recall task confirmed that participants were able to recall all the 14 requested events for each condition, except in the counterfactual condition where the average recall was 13 out 14. This suggests that the participants were able to image almost all requested events during scanning.

fMRI results

Regions common to past, future and counterfactual thinking

To examine the neural response patterns common to past, future and counterfactual thinking, a conjunction analysis (comprising three contrasts of each experimental condition > semantic baseline condition) was performed (Table 2 and Figure 1). Consistent with our prediction, this analysis confirmed that all three conditions activate the core memory network (hippocampus, posterior midline structures, parietal lobule and temporal lobe), and areas related to mentalizing (bilateral TPJ and mPFC) and executive control (right PFC). In addition, we also observed common activation of the bilateral cerebellum and bilateral pre-motor cortex (PMC).

Counterfactual thinking

To explore which regions are particularly involved in counterfactual thinking, we contrasted this condition against the past and future conditions (Table 2 and Figure 1). The Counterfactual > Past and Counter > Future contrasts confirmed our prediction that counterfactuals generate greater activation in conflict detection and resolution related areas (left PFC and pmFC), in the bilateral inferior parietal lobe (IPL), right temporal pole (TP), left middle temporal gyrus (MTG) and left cerebellum. In contrast to predictions, we did not observe stronger activation in the TPJ or in the orbital PFC (related to processing feelings of regret and emotion regulatory processes). In addition, in the Counterfactual > Past contrast, we found the predicted activation in the mPFC (mentalizing about self and other) and also activation extending to the right hemisphere (in the MTG, PFC and cerebellum).

Future thinking

We also explored the regions that are particularly involved in future thinking (Table 2 and Figure 2). The Future > Past and Future > Counterfactual contrasts revealed common activation in regions involved in memory (precuneus, left MTG), executive control processes (left PFC), as well as in the medial OFC and right pre-central gyrus. Furthermore, the Future > Past contrast revealed additional activation in the ventral mPFC, left hippocampus, bilateral IPL, right PFC, and the right cerebellum. The Future > Counterfactual contrast revealed additional activation in the middle cingulate cortex, insula, as well as in the left precentral, the right post-central gyrus, and the left OFC.

Past thinking

In line with previous research (e.g. Addis et al., 2007), the Past > Future and Past > Counterfactual contrast did not reveal greater activation in any region.

Parametric modulation by vividness ratings

To identify the regions related to the vividness of the simulated events, we conducted a parametric modulation analysis. This analysis did not reveal any significant activation in the Future or Counterfactual conditions. However, during past thinking, vividness was related to increased activation in the right cuneus (extending to cerebellum; coordinates 22 – 58 20, \( t = 4.42 \)).
Table 2 Whole brain analysis

<table>
<thead>
<tr>
<th>Region</th>
<th>Conjunction Past + Future + Counter &gt; Semantic</th>
<th>Conjunction Past &gt; Semantic</th>
<th>Conjunction Future &gt; Past</th>
<th>Future &gt; Past</th>
<th>Future &gt; Counter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Size (mm) x</td>
<td>y</td>
<td>z</td>
<td>x</td>
<td>y</td>
</tr>
<tr>
<td>Frontal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>vmPFC</td>
<td>-10</td>
<td>54</td>
<td>16</td>
<td>1219^c</td>
<td>6.42^ab</td>
</tr>
<tr>
<td>dmPFC</td>
<td>12</td>
<td>50</td>
<td>26</td>
<td>1219^c</td>
<td>6.06^ab</td>
</tr>
<tr>
<td>ACC</td>
<td>6</td>
<td>36</td>
<td>2</td>
<td>42</td>
<td>4.21</td>
</tr>
<tr>
<td>pmfC</td>
<td>-12</td>
<td>28</td>
<td>62</td>
<td>1031^c</td>
<td>5.21^d</td>
</tr>
<tr>
<td>L OFC</td>
<td>-20</td>
<td>56</td>
<td>32</td>
<td>1031^c</td>
<td>6.54^ab</td>
</tr>
<tr>
<td>L PFC</td>
<td>-38</td>
<td>18</td>
<td>50</td>
<td>183</td>
<td>4.99^d</td>
</tr>
<tr>
<td>R PFC</td>
<td>22</td>
<td>26</td>
<td>40</td>
<td>70</td>
<td>4.20</td>
</tr>
<tr>
<td>R PMC</td>
<td>-40</td>
<td>10</td>
<td>52</td>
<td>65</td>
<td>4.42</td>
</tr>
<tr>
<td>R PC</td>
<td>40</td>
<td>10</td>
<td>46</td>
<td>64</td>
<td>4.90</td>
</tr>
<tr>
<td>L Pre-central gyrus</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R Pre-central gyrus</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Temporal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lingual gyrus</td>
<td>14</td>
<td>-44</td>
<td>0</td>
<td>47</td>
<td>4.10</td>
</tr>
<tr>
<td>Insula</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L hippocampus</td>
<td>-28</td>
<td>-8</td>
<td>-24</td>
<td>81^c</td>
<td>3.59</td>
</tr>
<tr>
<td>L sub-gyral</td>
<td>-36</td>
<td>-6</td>
<td>-20</td>
<td>81^c</td>
<td>4.35</td>
</tr>
<tr>
<td>R temporal pole</td>
<td>44</td>
<td>12</td>
<td>-40</td>
<td>779^c</td>
<td>5.90^ab</td>
</tr>
<tr>
<td>L MTG</td>
<td>-52</td>
<td>4</td>
<td>-26</td>
<td>108</td>
<td>5.83^c</td>
</tr>
<tr>
<td>L TPJ extending to IPL</td>
<td>-56</td>
<td>-24</td>
<td>-16</td>
<td>134</td>
<td>4.18</td>
</tr>
<tr>
<td>R MTG</td>
<td>46</td>
<td>2</td>
<td>-30</td>
<td>779^c</td>
<td>6.17^ab</td>
</tr>
<tr>
<td>R MTG</td>
<td>68</td>
<td>-28</td>
<td>-4</td>
<td>35</td>
<td>4.22</td>
</tr>
<tr>
<td>Parietal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle cingulate cortex</td>
<td>-2</td>
<td>-20</td>
<td>46</td>
<td>175</td>
<td>4.39^b</td>
</tr>
<tr>
<td>Precuneal</td>
<td>10</td>
<td>-50</td>
<td>36</td>
<td>2780^c</td>
<td>6.45</td>
</tr>
<tr>
<td>Posterior cingulate</td>
<td>4</td>
<td>-62</td>
<td>22</td>
<td>2780^c</td>
<td>6.50^b</td>
</tr>
<tr>
<td>L TPJ extending to IPL</td>
<td>-58</td>
<td>-56</td>
<td>36</td>
<td>620</td>
<td>5.76^b</td>
</tr>
<tr>
<td>R TPJ</td>
<td>46</td>
<td>-56</td>
<td>24</td>
<td>610</td>
<td>5.48^b</td>
</tr>
<tr>
<td>L IPL</td>
<td>-48</td>
<td>-58</td>
<td>44</td>
<td>1019</td>
<td>7.54^ab</td>
</tr>
<tr>
<td>R IPL</td>
<td>52</td>
<td>-60</td>
<td>50</td>
<td>545</td>
<td>6.64^b</td>
</tr>
<tr>
<td>Cerebellum</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L cerebellum</td>
<td>-8</td>
<td>-48</td>
<td>-48</td>
<td>61</td>
<td>4.72</td>
</tr>
<tr>
<td>R cerebellum</td>
<td>8</td>
<td>-46</td>
<td>50</td>
<td>49</td>
<td>4.73</td>
</tr>
<tr>
<td></td>
<td>-32</td>
<td>-76</td>
<td>-34</td>
<td>437</td>
<td>5.49^b</td>
</tr>
<tr>
<td></td>
<td>-28</td>
<td>-82</td>
<td>-38</td>
<td>462</td>
<td>5.81^b</td>
</tr>
</tbody>
</table>

Coordinates of the peak voxel within each cluster, as indicated by the highest T-score. The reported clusters survive a whole-brain threshold of P < 0.001 and are significant after correction for multiple comparisons according to the Slotnick test statistic (cluster size > 10). Regions denoted by 'a' or 'b' are also significant after FDR correction at peak 'a' or cluster 'b' level (SPM8, P < 0.05). Regions denoted by 'c' and seemingly having an equal size cluster, belong to one and the same cluster. Coordinates refer to the MNI (Montreal Neurological Institute) stereotactic space. We consider x-coordinates within -15 to +15 mm range as medial. R = Right, L = Left; vmPFC = ventromedial prefrontal cortex; dmPFC = dorso-medial Prefrontal Cortex; mOFC = medial OrbitoFrontal Cortex; pmfC = posterior medial frontal cortex; PMC = premotor cortex; MTG = middle temporal gyrus; TPJ = temporo-parietal junction; IPL = inferior parietal lobule. The contrasts Past > Counterfactual and Past > Future did not show any significant activation.
DISCUSSION

Reflecting on the past and imagining the future has become an important research topic in the last few years (e.g. Okuda et al., 2003; Addis et al., 2007; Hassabis and Maguire, 2007; Schacter et al., 2007; Botzung et al., 2008; Szpunar et al., 2009; Vandekerckhove and Panksepp, 2009; D’Argembeau et al., 2010). Recent studies demonstrate that a set of regions in the brain, previously linked with the recollection of episodic past events, is also recruited by thinking about a personal future event (episodic future thinking), during default mode and theory of mind. This resulted in the suggestion that this set of regions is involved in constructing a mental scene based on memory (Andrews-Hanna et al., 2010) and projecting oneself mentally in a situation different from here and now (e.g. Buckner and Carroll, 2007; Spreng et al., 2008).
Since counterfactual thinking is a form of self-projection and mental scene construction, we reasoned that it should also activate these same regions. This study confirmed this. Episodic past, future and counterfactual thinking activate common regions typically related to memory processes (hippocampus, posterior midline structures, parietal lobe and temporal lobe), to mentalizing about intentions and goals of oneself or others (TP and mPFC), and to adaptive control (PFC). This is the first study that documented this overlap between counterfactual and episodic past and future thinking.

Another contribution of this study is that it confirmed our prediction that counterfactual thinking increases activation in areas related to conflict detection, action monitoring, adaptive control and causal reasoning (pmPFC and PFC). During counterfactual thinking one has to consider two opposing events at the same time (the factual and counterfactual event), search for an appropriate way to alter a past action, and predict how this could affect other aspects of the event. All these mental processes require intensive controlled monitoring. Hence, counterfactuals requires more executive control than the mere re-experiencing or recasting of the past, and reflects an active process of recombining past elements into a novel event.

In line with our predictions, counterfactual thinking also activated the mPFC stronger than episodic past thinking. The mPFC is involved in mentalizing about long-term social aspects, like stable characteristics of self or other (e.g. traits or preferences), and long-term intentions and personal goals (Van Overwalle, 2009; D’Argembeau et al., 2010). In contrast to our predictions, counterfactual thinking did not increase activation in the TP (social mentalizing about temporary intentions, goals and beliefs; Van Overwalle, 2009). Rather, a more dorsal activation of the bilateral inferior parietal lobule was observed. We speculate that this area might reflect the monitoring of the recollection of contextual details (Nelson et al., 2010), or might be related to expectancy violation (O’Connor et al., 2010) or the computation of action-reward contingency (Liljeholm et al., 2011). All these functions might support the simulation of a counterfactual event.

Our hypothesis that the OFC would be recruited by counterfactual thinking (in particular by monitoring an event outcome) was not confirmed. This might be the result of the specific implementation of counterfactuals in this experiment, where the participants knew in advance that the counterfactual involved a failed event and the focus was not on processing the value of an outcome, but on imagining the counterfactual event. Chandrasekhar et al. (2010) pointed out that when people are sure an event will turn out negative they will experience little to no regret, and indeed the medial OFC was not activated when people are sure an event will turn out negative they will experience little to no regret, and indeed the medial OFC was not activated. This is might be the result of the specific implementation of this area might reflect the monitoring of the recollection of contextual details (Nelson et al., 2010), or might be related to expectancy violation (O’Connor et al., 2010) or the computation of action-reward contingency (Liljeholm et al., 2011). All these functions might support the simulation of a counterfactual event.

In contrast to past thinking only, counterfactual thinking engages the pre-cuneus more strongly, but counterfactual thinking does not. A possible explanation is that—although future and counterfactual thinking almost always involved self-related events—in this study counterfactual instructions invited to consider interventions by other persons besides the self. We leave it to future research whether this or another explanation is correct. Another interesting region more strongly activated by future thinking is the hippocampus. Addis et al. (2009) suggested that the hippocampus has an important role in the flexible recombination of past detail during imagining. However, counterfactual thinking did not recruit the hippocampus more than past thinking. This might suggest that recombining elements from the past is less flexible in counterfactual thinking than in future thinking. Indeed, counterfactual thoughts are grounded in past reality and are therefore perhaps restricted in content (i.e. limited recombination possibilities). During future thinking one might have more freedom in what one can imagine (i.e. more flexible recombination possibilities). Future studies should investigate if future thinking entails a more intensive or flexible recombination process than counterfactual thinking. Another explanation for the weaker activation of the hippocampus during counterfactual thinking is that participants in this study were given specific suggestions on how to resolve the undesirable past in the counterfactual condition, while in the future condition, the resolution was unspecified. This may have left ambiguity in how to fill in the imagination of the future events episodes, requiring more flexible reintegration of past details and executive effort. This might also explain why regions involved in executive control processes (PFC) are stronger activated during future thinking. We also found activations unique to future thinking in the precentral and post-central gyrus, and the orbital PFC.

CONCLUSION

Counterfactual thinking recruited several brain regions common with past and future thinking. These regions have been related in past research to memory, social mentalizing and executive functions, and might be generally involved in constructing a mental scene based on memory and/or projecting oneself mentally in a situation different from here and now. Of most interest, counterfactual thinking, in contrast to episodic past and future thinking, engages a network of brain areas related to conflict detection, action monitoring, adaptive control, and physical causality (pmPFC and lateral PFC) as well as areas related to memory (right temporal pole, left middle temporal gyrus and left cerebellum). Additionally, counterfactual thinking strongly recruits the inferior parietal lobule. In contrast to past thinking only, counterfactual thinking elicits more mentalizing about self and other (mPFC).

REFERENCES


Coricelli, G., Dolan, R.J., Sirigu, A. (2007). Brain, emotion and decision making: the 


